iRODS: integrated Rule-Oriented Data System

Data grid middleware supporting interoperability
Software infrastructure for implementation of data policy
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